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Abstract. In a study of how the concept of affordances could be applied to inter-
action behaviour, we introduce the notion of “interpersonal maps”, a geometrical
representation of the relationships between a set of proprioceptive and hetero-
ceptive information sources, thus creating a common representation space for
comparing one’s own behaviour and the behaviour of others. Such maps can be
used to detect specific types of interactions between agents such as imitation.
Moreover, in cases of strong couplings between agents, such representations per-
mit to map directly an agent’s body structure onto the structure of an observed
body, thus addressing the body correspondence problem. These various cases are
studied with several robotic experiments using four-legged robots either acting
independently or being engaged in delayed imitation. Through a precise study of
the effects of the imitation delay on the structure of the interpersonal maps, we
show the potential of this “we-centric” space to account for both imitative and
non imitative interactions.

1 Introduction

In 1977, perceptual psychologist J. J. Gibson defined an affordance as “a resource or
support that the environment offers an agent for action, and that the agent can directly
perceive and employ” [1]. Even though people are disagreeing about the possible ap-
plications of this theory in the cognitive sciences, affordances can be seen as a useful
theory of interaction for many disciplines including robotics. Affordances link percep-
tion and action depending on the current goals or intentions of an agent. Gibson also
stated that affordances are not classifications of objects, but rather a function-centered
view, and therefore provide a more intuitive view of oneself in a certain environment
or situation. An everyday example for this view are sorting systems in human environ-
ments. Following Gibson’s theory of affordances, putting a priority on the affordance of
an object (e.g. cutting, connecting) is more intuitive than sorting objects by their name
or appearance. Humans can also employ attentional processes to focus on the percep-
tion of a particular affordance. This leads to joint attention [2] in the case of interaction
behaviour.

Most of the research in affordances has focused on interactions between an agent and
its environment [3]. However, we believe that affordances are also a relevant concept in
the case of the interaction between two agents. In another research, we have explored
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a novel framework permitting unsupervised activity classification [4] based on coordi-
nation patterns. Here, we introduce and explore the concept of “interpersonal maps”,
the application of the same idea to interaction behaviour. This concept is defined in the
framework of information theory and can be applied in the context of interactions be-
tween living entities as well as between artifacts. Although information theory has his-
torically been mainly concerned with information transmission between a sender and a
receiver [5,6], several lines of research have focused on addressing issues concerning
relationships between information sources [7,8,9]. In particular, it has been shown that
the space of information can be equipped with a metric [10]. It is therefore possible
to adapt some of the vocabulary and tools of geometry to the domain of information
theory. Interpersonal maps are geometrical representations of relationships between a
set of information sources.

The notion of interpersonal maps is related to several existing concepts in psychol-
ogy and neuroscience. To account for early imitation, Meltzoff and Moore argue for the
existence of an intermodal mapping establishing equivalence relations between differ-
ent modalities such as vision or motor actions [11,12]. Such a model suggests that both
perceived (self) and observed (others) behaviour could be represented in a shared neu-
ral format. Similarly, Gallese has argued that since the beginning of our life we inhabit
a shared multidimensional interpersonal space. When we observe other individuals, “a
meaningful embodied interpersonal link is established”. Gallese refers to this form of
intersubjectivity as the shared manifold space. Furthermore, his theory predicts the ex-
istence of “somatosensory mirror neurons” giving the capacity to map different body
locations during the observation of the bodies of others [13]. However, few models try
to give a precise account on how such interpersonal or intermodal mappings could be
developed.

The approach presented in this article is directly inspired by several methods con-
cerning unsupervised map building recently described in the field of artificial intel-
ligence and autonomous robotics. Pierce and Kuipers present a method for building
maps of a sensory apparatus out of raw uninterpreted sensory data [14,15]. This so-
called sensory reconstruction method is based on various distances between sensors
such as a normalised Hamming distance metric and a frequency metric. Sensors are
clustered into subgroups based on their relative distance. The dimensionality of each
subgroup can then be computed, related sensors can be projected to form a sensor map.
Building on this sensory reconstruction method, Olsson, Nehaniv and Polani [16] have
suggested to use the information metric defined by Crutchfield [10] as a more inter-
esting measure of the distance between two information sources. They have conducted
experiments with various sensor sets including visual and proprioceptive sensors on an
AIBO robot. Related approaches were also investigated by Kuniyoshi’s research team
[17]. Most of these approaches interpret such sensory reconstruction methods as a way
of building maps of sensors in an unsupervised manner. Some of these works make the
comparison with somatosensory maps discovered in the brain.

We extend and, more importantly, reinterpret the sensory reconstruction method.
The sensory reconstruction method is well-adapted to address processes underlying the
emergence of behavioural complexity, but it may be misleading to interpret it only as a
formation of a body map. A particular set of distances captures not only aspects of an
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agent’s embodiment, but can also reflect the agent’s current activities and the situated
nature of its interaction with the environment. In particular, a specific configuration may
appear in the case of couplings with other agents or in cases of remarkable coordination
patterns, thus allowing the system to be interpreted as an application of the theory of
affordances. We will now present the approach in a more formal manner and give results
of preliminary experiments showing how this framework can be used in the context of
robot-robot imitation.

2 Maps Based on Information Distances

This section reviews and illustrates the basic principles of map construction based on
information distances as it is used in several other articles (e.g. [14,16,4]) . This will
provide the basic elements for introducing in the next section the notion of interpersonal
maps.

2.1 Definition

Distance Between Information Sources. Let us assume that the robot RX is equipped
with n sensors (proprioceptive and distance sensors). At any time t its sensory state can
be captured by the vector X(t)

X(t) = (X1(t), X2(t), . . . , Xn(t)) (1)

For any sensor Xi the entropy H(Xi) can be calculated as

H(Xi) = −
∑

xi

p(xi) log2 p(xi)

where p(xi) is the probability mass function over all possible discretised values xi. To
calculate it, the distribution of the values of Xi has to be computed with a careful choice
of the number of bins (see [18]). A good solution to avoid this problem is to introduce
adaptive binning [19]. In such a case, the size of the bins is variable and chosen in a
way that maximises the entropy for each sensor.

The conditional entropy for two sensors Xi and Xj can be calculated as

H(Xj |Xi) = −
∑

xi

∑

xj

p(xi, xj) log2 p(xj |xi)

where p(xj |xi) = p(xj , xi)/p(xi).

Crutchfield defines the information distance between two information sources as:

d(Xj , Xi) = H(Xi|Xj) + H(Xj |Xi) (2)

and the normalised information distance as

dN (Xj , Xi) =
H(Xi|Xj) + H(Xj |Xi)

H(Xi, Xj)
(3)
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d is a metric for the space of information sources [10]. (It can easily be shown that dN

is a metric, since the normalisation is a scale change). This means that it has the three
properties of symmetry, equivalence and triangle inequality. This is its main advantage
compared to mutual information MI(Xi, Xj) = H(Xi) + H(Xj) − H(Xi, Xj).

– d(X, Y ) = d(Y, X) follows directly from the symmetry of the definition
– d(X, Y ) = 0 if and only if X and Y are recoding-equivalent (in the sense defined

by Crutchfield [10]).
– d(X, Z) ≤ d(X, Y ) + d(Y, Z)

As H(Xi, Xj) = H(Xi)+H(Xj |Xi), dN ≤ 1. dN = 1 means that the two sources
are independent. In the following experiments, we will use the normalised information
distance simply written as d = dN .

The existence of this metric implies that the space of information has a topological
structure. This permits interesting development such as the continuity of functions on
information sources or the convergence of sequences of information sources. However,
these properties are not central for the issues discussed here.

Other information metrics exist like Fisher information used on statistical manifolds
([20], see also [21]). These metrics are usually defined locally. To obtain the distance
between two points on an information manifold, integration over geodesics is needed.
In our case, Crutchfield’s metric can be applied directly without such a relatively com-
plicated intervention.

Configuration. Let us define a configuration as the information distance matrix D
corresponding to the different distances between the information sources Xi

D =






d(X1, X1) ... d(X1, Xn)
d(X2, X1) ... d(X2, Xn)
. . . . . . . . . . . . . . . . . . . . . . .
d(Xn, X1) ... d(Xn, Xn)





(4)

As d(Xi, Xi) = 0, elements of the diagonal are all zero. As d(Xi, Xj) = d(Xj , Xi),
D is symmetrical.

D summarises some important aspects about the organisation of the information
sources of the system, by specifying which sources are related in terms of information
and which ones are independent of the context in which the information is gathered.

Two-Dimensional Metric Projection. Going from relative positions as they are cap-
tured by a distance matrix D to a map representation where points {pi} can be placed is
a constraint-satisfaction problem [14]. Each couple of points pi and pj should satisfy:

||pi − pj|| = di,j (5)

where ||pi −pj|| is the Euclidean distance between the position of the ith and jth point
and di,j is the corresponding distance in the matrix D. There are n(n−1)

2 equations to
satisfy. A set of n points of dimension n − 1 permits to solve this equation given this
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set of constraints optimally, but in order to get a lower dimension representation an ap-
proximation must be taken. Pierce and Kuipers describe a method used by statisticians
to determine a good dimensionality for projecting a given set of data [14]. In the rest of
the article, two-dimensional projections are used for illustrative purposes although they
may not be the optimal ones.

In order to create a two-dimensional map we can apply a relaxation algorithm. The
algorithm is an iterative procedure of positioning the sensors in a two-dimensional space
in such a way that the metric distance between two sensors in this map is as close as
possible to the distance in the n-dimensional information space. Different algorithms
exist in the literature [22,23,24]. Here, the algorithm of Pierce is used since it does not
require any information about the relative orientation of connections between sensor
nodes [24].

More precisely, the algorithm used in this paper consists of an iteration of two simple
steps. Before these two steps, each sensor Xi is randomly assigned to a point pi on a
two-dimensional plane.

1. The force fi on each point pi is computed as:

fi =
∑

fij

where
fij = (||pi − pj|| − d(Xi, Xj))(pj − pi)/||pj − pi||

2. Each point pi is moved according to the force fi:

pi = pi + ηfi

where η = 1/n.

The energy E of the map can be calculated using the difference of the information
distances d and the Euclidean distances l of sensor points in the map.

E =
∑

ij

(dij − lij).

2.2 Example

Sensory data have been collected from an AIBO robot (Sony AIBO ERS-7, dimensions:
180 (W) x 278 (H) x 319 (D) mm) performing a slow walk while moving its head
continuously from side to side. The walk was a straight movement performed in an
open space (no obstacle). For this first experiment, we tried to limit the influence of the
environment on the behavior. Each leg has 3 degrees of freedom, as well as the head.
Infrared distance sensors are mounted on the head and on the main body1. The recorded
sensors were:

1 The robot has a colour camera mounted above its mouth, electro-static touch sensors, paw
sensors, LED lights, all of which are not used in the present experiment but have been exploited
in other research conducted with this robot (e.g. [25,26]).
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Fig. 1. Information distance matrix and bodymap. The values in the matrices range from zero
(dark) to high (light). The mapping from the sensors to the position of the sensors on the robot’s
body is clearly visible.
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7-9 right front leg
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Fig. 2. Energy decrease during the relaxation algorithm

During the walk, 1000 sensor values have been collected for each of these 18 sen-
sors. Figure 1 shows an example of the distance matrix and the maps resulting from the
relaxation algorithm using the sensor measurements of the AIBO robot. In this experi-
ment, hip and shoulder joints show remarkable coordination patterns (and also distance
sensors and head joints to some extent). Figure 1 bottom shows the two-dimensional
map of the robot sensors after applying the relaxation algorithm until the position of
the sensor points converged. The decrease in energy of the map can be seen in figure 2.
In the map of figure 1, the arrangement of the sensors in the body map already corre-
sponds roughly to the sensor distribution on the body of the robot. Distance and head
sensors are arranged in the upper right half of the map, the knee joints of all four legs on
the lower right of the map and all other leg sensors on the left side. The exact map de-
pends on the random initial conditions which are different for each run of the relaxation
algorithm, but the maps have comparable structures.

The particular emergent organisation of the map results from the body structure of
the robot as well as from the behavioural patterns it conducts in a particular environ-
ment. In this particular setting, embodiment constraints linking sensor information are
probably the most significantly captured (e.g. spatially close similar sensors). In that
sense, such maps can be interpreted as a body image. However, for other coordination
patterns emergent configurations may differ greatly [4].

3 Interpersonal Maps

In this section, the maps from the previous section that represented both the body and
the behaviour of one robot, will be extended to maps including the interaction with
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another robot. This is applied to the scenario of an imitation behaviour between robots,
in which a strong coupling exists. Different interaction cases are independent behaviour,
perfect imitation behaviour, and imitation behaviour with a delay in imitation.

3.1 Definition

The concept of a map can be extended to include not only internal proprioceptive sen-
sors but also external sensors such as visual information. This permits to relate in the
same format information about the robot’s own body with information about other
robots perceived through sensors. Let us define the state of the robot RY by a vector of
size m:

Y (t) = (Y1(t), Y2(t), . . . , Ym(t)) (6)

A possible formalisation of this situation can be obtained by supposing that the be-
haviour of the other robot RY is perceived through k new sensors in addition to the
ones dedicated to proprioception. The new vector X(t) of size n + k can be expressed
as below, where g is a potentially complex function linking the state of RY (dimension
m) to the perceived state of RX (dimension k).

X(t) = (X1(t), . . . , Xn(t), g1(Y (t)), . . . , gk(Y (t))) (7)

In such conditions, a map can be built using the same method as the one described in
the previous section. In general, the sensors corresponding to the perceived state of RY

will not be correlated with the activity of RX , but they should show separated intracor-
related patterns. In such a case, the body schemas of RX and RY should appear as two
distinct clusters in the maps. However in some cases, some intercorrelations could be
found between the two sets of sensors. This could be in particular the case when the two
robots interact in a closely coupled manner, for instance during a direct imitation task.
Such maps can be seen as conceptual signatures for the body correspondence problem.
We will now show examples of these two situations.

For the sake of simplicity, we assume in the following examples that g offers a linear
mapping linking the sensory states of the observed robot to the states perceived by the
observing robot. We will discuss this assumption in the next section.

3.2 Example 1: No Intercorrelation

In this example, we used the sensors recorded from the walking robot together with
the sensors of another robot it could have observed. The other robot was sitting and
stretching its legs and neck. Altogether, this results in a recording of 36 sensors during
1000 time steps.

Since there is no interaction between the two robots, the two sensor groups are not
directly correlated. This results in a smaller information distance on average between
two sensors of the same robot than between two sensors of different robots. The inter-
personal body map in figure 3 therefore shows two clusters. The first cluster has sensor
indices from 1 to 18, the second cluster has sensor indices from 19 to 36. The clus-
ters are indicated with an ellipse each that corresponds to the confidence region of the
cluster assuming a Gaussian distribution. Since there are only 18 data points per clus-
ter, this is only a rough approximation and serves the understanding of the graph. The
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Fig. 3. Information distance matrix and interpersonal body map for a robot observing another
robot behaving independently

body schemas within the two clusters are more distorted than the one in figure 1 bottom
due to the interplay of the sensors, but a concentration of the head and distance sensors
towards the centre of the map is still visible.

3.3 Example 2: Intercorrelation

This example studies the sensory information of one robot imitating the behaviour of the
other. In this case, the robots were performing the same programmed walking pattern
with a time delay of 10 recordings which corresponds to about half a second (figure 4).
In this case, the interpersonal body map does not show two clusters anymore but shows
a mapping between sensors of a similar type. Sensors with indices i and i + 18 are very
close to each other on the body map. In the graphs, they are connected by lines. These
lines are much shorter than in the previous graph showing that the information distances
between corresponding sensors are small (e.g. X1 and X19).
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3.4 Influence of Delay on the Map Organization

In a further series of experiments, the delay in imitation of the behaviour of one robot
by another robot has been varied. The experiments were performed on a robot walk-
ing behaviour of 40 seconds imitated with a delay ∆ between 0 and 10 seconds. The
temporal resolution was again 20 Hz.

To quantify the amount of clustering given the information distances between sensor
measurements, we introduced a measurement for clustering, the clustering factor c.

c = (A1 + A4)/(A2 + A3) where A1, A2, A3, A4 are the sums of distances in the
quadrants of the distance matrix D.

A

A A

A

3 4

1 2

In the case of a single cluster c should be 1, in the case of two separated clusters c
will be smaller than 1.

In figure 5, the clustering factor c over the imitation delay is shown. From a delay
of about 1s, a shift occurs and c decreases strongly. It can also be seen that several
oscillations occur with a length of about 40 data points (2s). These correspond to the
oscillation pattern in the walking behaviour. However, the shift in the clustering factor
and therefore in the interpersonal map around the imitation delay of 1s is more promi-
nent than the changes due to the oscillatory behaviour.
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Fig. 5. Effect of the delay in imitation on the clustering of the interpersonal map
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Fig. 6. Interpersonal maps for different delays in imitation: 10 (upper left), 30 (upper right), 60
(bottom left), and 120 (bottom right) data points (20dp=1s)

In figure 6, the interpersonal maps with different delays in imitation are displayed
together with the two ellipses indicating the cluster of each robot’s sensors as well as
lines connecting corresponding sensors between the two robots. The chosen delays in
imitation are 0.5s, 1.5s, 3s and 6s. The clustering becomes more clear when increasing
the imitation delay up to 3s, but is similar for 3s and 6s. Please note that these are
examples of relaxation maps for the given imitation time delays, but they will look
different for each run due to the random initialisation parameters.

As the delay increases, the configuration of the interpersonal map progressively
shifts. This evolution can be represented by performing principal component analy-
sis (PCA) in the configuration space (the space of the distance matrices) and projecting
the data onto its first few principal components. The points corresponding to each con-
figuration for an imitation delay between 0 and 100 data points (corresponding to 5s)
are plotted in figure 7 using the first three principal components. The rapid evolution
for the initial high coupling imitation configurations to a cluster corresponding to low
coupling situations can be clearly seen. This gives yet another view of this transition for
coupled to non-coupled situations.

These different measures and representations support the idea that interpersonal
maps can act as signatures of the types of coupling between interacting agents. For
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the present research, we have not implemented a way of classifying these patterns in a
fully autonomous manner but we are confident that this is possible although the way to
implement such an automatic process would certainly depend on the application con-
sidered.

4 Discussion

Our model makes a series of assumptions that need to be discussed. The first one is to
separate sensors related to proprioception with sensors related to external perception. In
practice, such a clear distinction cannot be obtained. Our embodied perception merges
both internal and external stimuli without a priori discrimination. However, presenting
the model this way helps clarifying the mechanism we describe.

More importantly, we assume that robot RX ’s perception of the behaviour of robot
RY can be modelled using a function g mapping the state of RY to RX ’s perceptual
state. This is a reasonable assumption in the sense that in some way or another the ob-
servation of the behaviour of RY can be related to RY ’s internal state. The fact that
relevant information about RY ’s state can be reconstructed after this function has been
applied is potentially more questionable. In our context, what counts is that some inter-
correlation between Y and X can still be discovered.

We must admit that it is likely that g is a rather complex function. Even in that
case intercorrelations could potentially be discovered in several circumstances. One
possibility is that RY scaffolds the interaction to make its perceived behaviour more
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tuned to its own internal state. It has been well studied that adults adapt to children in
order to make their overt behaviour more easily analysed [27,28].

Another possibility is that the biases of g are evaluated by a separated mechanism.
More generally, the progressive awareness of self and others is likely to be linked with
several other developmental processes. Other embodied developmental models suggest
for instance that discrimination based on levels of predictability could play a key role
in development of the animate/inanimate distinction and the self/other discrimination
[29].

Here, we have deliberately chosen not to focus on these important issues in order to
investigate first what could be captured by approaches based on information distance
matrices. Interpersonal maps may offer a possible unified framework accounting for
the structure of the agent’s body schema as well as a representation of the observed
behaviour of another agent. In cases of strong couplings between agents, a “we-centric”
cluster can emerge in which the agent’s body structure can be directly mapped onto the
structure of an observed body. The system takes different features into account, such as
the body, the environment, as well as the agent’s behaviour and actions, thus being a
perfect architecture for mapping affordances.

We strongly believe that the dynamics responsible for self-other distinction are tightly
related with the ones accounting for the construction of the body schema and that both
processes must be studied together. It is also clear that information available in such kinds
of maps can have a direct influence on the coupling behaviour itself. Our future research
will therefore investigate further the consequences of the structuring of this interpersonal
space and the possible usage of this type of relational information in the larger context of
robotic control architecture. In other words, we must now “close the loop” and show how
such interpersonal maps can be used to structure interactions in return. The present re-
search has explored some forms of bottom-up building of information maps, computation
performed using such maps should now result in top-down influences.
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